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ABSTRACT 
Cyber threats affect all kinds of organisations with frequent and costly impacts worldwide. Cyber insurance products 
have recently emerged with the potential of lowering the impact of cyberspace risks. However, they have yet to 
mature. In this paper we present several risk analysis models that may facilitate the implementation and adoption of 
cyber insurance. These models, described in terms of influence diagrams and bi-agent influence diagrams, provide a 
framework for estimating the economic impact of cyber risks that may face insurers and insurees as well as 
calculating their optimal risk mitigation and transfer strategies. 
Keywords: Cybersecurity, Cyber insurance, Risk analysis, Adversarial risk analysis, Security Economics. 

Algunos problemas de análisis de riesgos en Economía de los 
ciberseguros 

RESUMEN 
Las ciber amenazas afectan a todo tipo de organizaciones, causando frecuentes y costosos impactos globalmente. 
Recientemente, han surgido productos de ciberseguro  con el potencial de reducir el impacto de los riesgos en el  
ciberespacio. Sin embargo, aún tienen que madurar. En este artículo presentamos varios modelos de análisis de 
riesgos que podrían facilitar la implantación y adopción de  ciberseguros. Estos modelos, descritos como diagramas 
de influencia y diagramas de influencia bi-agente, aportan un marco para estimar el impacto económico de los ciber 
riesgos a los que se enfrentan aseguradores y asegurados, así como también para calcular sus estrategias óptimas de 
mitigación y transferencia del riesgo. 
Palabras clave: Ciberseguridad, Ciberseguros, Análisis de riesgos, Análisis de riesgos adversarios, Economía de la 
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1. INTRODUCTION 
A defining feature of our society is its almost pervasive digitalisation as 

reflected in the information systems that store confidential information and 
process valuable data; the social networks that host an important part of our 
personal information and activity; the cyber-physical systems that operate 
industries, vehicles or infrastructures; or the electronic services for shopping, 
banking, administration or politics, to name but a few. All kinds of organisations, 
from corporations to governments to SMEs1, may be critically impacted by cyber 
attacks (Andress and Winterfeld, 2013). Indeed, their economic impact is 
outstanding and, consequently, cybersecurity has become an issue of major 
importance, both technically and financially. 

Furthermore, attacks, espionage, insiders and breaches appear to increase in 
frequency, impact and sophistication (Lloyd’s, 2017). For instance, the industry 
estimates that attacks costed as much as $ 450 billion globally in 2016, causing 
an impact over the global GDP2 (0.8% in 2014) of a similar magnitude to drug 
trade (0.9%) or international crime (1.2%) (McAfee, 2017). There are, even, 
well-functioning black markets in the ‘dark web’ (Herley and Florêncio, 2010) 
that exchange attack tools or stolen information, providing incentives to skilled 
people to develop new hacking products and services. Cybersecurity is emerging 
as one of the major global concerns (World Economic Forum, 2017), as reflected 
in legislation and other initiatives to protect the digital infrastructure. Although 
some experts criticize an excessive hype about the potential disruptive capability 
of large-scale cyber attacks, cybersecurity is a truly relevant problem, due to the 
persistence, frequency and variety of cyber threats. 

Such diversity of menaces may be classified according to their motivation, 
skill and constraints (Dantu et al., 2007), and their ability to exploit, discover or 
create vulnerabilities on the targeted systems (DSB, 2013). The most formidable 
threats are the military units maintained by global powers; although they are 
constrained by the possible military, economical, and political repercussions of 
their attacks. Other sources closely related with social institutions or movements 
are ‘hacktivists’, a wide profile that could cover from hackers trying to prove their 
ability to those closely related with terrorist organizations. Insiders are important 
cyber threats and, indeed, the biggest source of incidents (Cardenas et al., 2009), 
but they are also the easier to handle through a sound cybersecurity program. 
Additionally, profit-oriented cyber criminal groups are now mature as 
professional organizations, some of them employing dozens of hackers and 
managing large financial resources (Sastry et al., 2008), carrying on a wide range 
of targeted and non-targeted attacks (Cardenas et al., 2009). When it comes to 

1 Small and medium enterprises. 
2 Gross domestic product. 

Estudios de Economía Aplicada, 2018: 181-194   Vol. 36-1 

                                                 



SOME RISK ANALYSIS PROBLEMS IN CYBER INSURANCE ECONOMICS 183 

malware, they are usually developed with a goal-oriented behaviour (Li et al., 
2009) and, consequently, a sound approach is to treat them as adversarial actors 
and counter-attack them with behavioural approaches (Li et al., 2009). 

Furthermore, the concept of Advanced Persistent Threat has arisen to name 
the most sophisticated attacks (Command Five, 2011), which are patiently 
orchestrated operations seeking to stay hide while they consolidate their path for 
executing their final objective. Relevant cases (Command Five, 2011) include 
the 2007 Operation Aurora attacks against Google to obtain confidential data 
about their algorithms and Chinese dissidents; the 2011 Energetic Bear against 
European and US energy firms; the 2012 Shamoon attack that disabled 30.000 
computers of Saudi Aramco (Brenner, 2013); and the 2013 credit card breach of 
40 million customers of the US retailer Target (DeNardis, 2015); to name but a 
few. Attacks with physical consequences are also emerging, including the 2010 
Stuxnet attack against an Iranian nuclear plant that disabled a fifth of its nuclear 
centrifuges (Brenner, 2013) or the attack on a German steelworks in 2014 that 
stopped their process (Lee et al., 2014). Another notorious trend over the last 
years have been the indiscriminate ransomware attacks such as the 2017 
Wannacry and Petya cases (Yaqoob et al., 2017) that affected thousands of 
large and small organisations across the globe and for several hours. 

Risk analysis (Cooke and Bedford, 2001) is fundamental for cybersecurity. 
With it, organizations can assess the risks affecting their assets and what 
safeguards should be implemented to reduce the likelihood of such threats or 
their impact, in case they are produced. Numerous frameworks have been 
developed to screen cybersecurity risks and support risk management resource 
allocation, including ISO 27005 (ISO, 2011), NIST SP 800-30 (NIST, 2012), 
or CORAS (Lund et al., 2001). Similarly, diverse compliance and control 
assessment frameworks, like ISO 27001 (2013) or Common Criteria (2012) 
provide guidance on the implementation of cybersecurity best practices. These 
standards cover detailed security measures suggested for protecting the assets of 
an organisation against the cyber risks to which they are exposed. 

Although they have virtues, particularly their extensive catalogues of threats 
and assets, much remains to be done regarding risk analysis: a detailed study of 
the main methodologies reveal that they often rely on risk matrices, which 
present shortcomings well documented in Cox (2008). Moreover, with counted 
exceptions like IS1 (HMG, 2012), such methodologies do not explicitly take 
into account the intentionality of some of the cyber threats, a key factor to 
forecast which threats would target the system. Given the variety of threats, as 
well as due to the specific complexity of factors affecting critical systems, we 
believe that, from the modelling point of view, not sufficiently sophisticated and 
detailed methods and processes are being used. Data is also a challenge in 
cybersecurity, a field with huge uncertainties (Anderson and Fuloria, 2010); 
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unlike other risky domains, it is difficult to obtain and analyse data, since 
organisations are reluctant to disclose data about intrusion attempts or 
consequences of attacks (Balchanos, 2012). 

It is important to highlight how in recent years new cyber insurance products 
have been introduced, of very different nature and not in every country, by 
different companies. However, cyber insurance has yet to take off (Marotta et 
al., 2017; Low, 2017), in spite that organizations are increasingly aware of their 
dependence on new technologies and on how information is a critical asset that 
must be secured so as to not incur in loss of customers, reputational damage and 
sanctions by regulators. Obstacles for researching and developing cyber 
insurance (Marotta et al., 2017) include information asymmetry between agents 
that undermines trust, lack of data due to sensitivity concerns, and the difficulty 
of specifying rates of occurrence or damages. 

In this paper, we sketch three major decision problems relevant in 
cybersecurity economics around the concept of cyber insurance. The first one 
outlines a more rigorous framework for risk analysis in cybersecurity. It serves an 
organisation to decide its best resource allocation strategy in terms of 
cybersecurity controls and cyber insurance. It also helps an insurance company to 
design their cyber products based on parametric variations. The second model 
serves an insurance company to decide their reinsurance portfolio. Finally, the 
third one supports also an insurance company in deciding whether to grant a 
given insurance product to a company. 

We describe all three models in terms of influence diagrams (ID) and bi-
agent influence diagrams (BAID), see Ortega et al. (2017). Square nodes refer 
to decisions; oval nodes to uncertainties, modelled as random variables; and 
hexagonal nodes to evaluations, modelled as utilities. We use different colours 
when we refer to nodes owned by different agents and mixed colours when 
referring to nodes shared by several of the involved agents. Arrows have the same 
interpretation as in Shachter (1986). For each model we sketch the corresponding 
economical problem and outline its general solution. 

2. A CYBERSECURITY RESOURCE ALLOCATION MODEL 
We first present an integrated risk analysis approach to facilitate 

cybersecurity decision-making. Our initial goal is to improve current risk 
assessment frameworks introducing a scheme that incorporates all relevant 
parameters, including decision-makers’ preferences and risk attitudes (Clemen 
and Reilly, 2013) and the intentionality of adversaries. Moreover, we introduce 
decisions concerning cyber insurance adoption to complement risk reduction 
with risk transfer. 

The problem is represented in Fig. 1 as a BAID. There are two agents 
involved: the Defender (D, she) who represents a company that needs to decide 
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its security resource allocation and the Attacker (A, he), who aims at attacking 
the Defender to obtain some benefit. White nodes refer to D; grey nodes refer to 
A; striped nodes are shared by both agents.  

Figure 1 
Cybersecurity resource allocation model 

 
Source: Own elaboration. 

The Defender is characterised by certain features f. She has an ICT3 
infrastructure evaluated against a performance measure c which we assimilate 
with a cost. Such performance is essentially uncertain. We simplify here by 
assuming that we integrate out all sources of external uncertainty within it. The 
system is exposed to a set of threats. Some of the threats are traditional (e.g., fire, 
energy blackout); other threats are cyber but may be seen as random because of 
their very nature (as with most computer virus); finally, others are intentional, 
both cyber (like DDoS attacks) or physical (like a bomb). Here we assume that 
there are just a generic random threat t1 and an intentional cyber threat a. These 
threats have impacts over certain assets, which we limit here to two and designate 
them, respectively, c1 and c2. We integrate the results under normal circumstances 
and the impacts with a value function 𝑣𝑣(𝑐𝑐, 𝑐𝑐1, 𝑐𝑐2). Additionally, the features will 
usually influence the performance and eventual occurrence and impacts of the 
threats. 

3 Information and communications technology 
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In order to reduce such impacts, the Defender may implement a portfolio k 
of security controls (e.g., fire detectors, firewalls, administration procedures) to 
reduce risk (probability and impact), as well as acquire an insurance 𝑖𝑖 to transfer 
risk. The insurance product may come from several providers, cover traditional 
or cyber threats, among other defining features. The insurance cost, likewise, will 
also depend on the assets and architecture to be protected. Note that we could 
include the cyber insurance within the portfolio of security controls. However, it 
is recommendable to separate them, since premiums will typically depend on the 
security controls deployed (and the value of assets at risk). There would usually 
be constraints regarding the decisions to be made, legal, financial or technical. 
The Defender aims at maximising expected utility, where her utility uD caters 
for her preferences and risk attitudes. 

The Attacker also makes decisions. He has to choose what attack a to 
implement. We assume here that prior to making such decision he is capable of 
probing the defender and, therefore, observing what defences and features are in 
place. Depending on the impacts, the actions he implements and other external 
uncertainties e affecting him, like whether he is detected or not, he obtains his 
consequences b. We also assume that the Attacker aims at maximising expected 
utility, where his utility uA caters for his preferences and risk attitudes, which 
depends also on the cost of his actions. 

The Defender aims at solving her problem reflected in Fig. 2a. 

Figure 2 
Cybersecurity risk analysis 

Figure 2a: Defender problem Figure 2b: Attacker problem 

  

Source: Own elaboration. 

To solve it, we need to assess:  
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• The probabilities of the threats happening, given the portfolio of security 
controls implemented as well as the organisation’s features, which, under 
convenient conditional independence conditions, are 𝑝𝑝(𝑡𝑡1|𝑘𝑘,𝑓𝑓) 𝑝𝑝(𝑎𝑎|𝑘𝑘,𝑓𝑓).  

• The impacts of the threats, should they happen, given the portfolio of 
security controls implemented and the insurance product adopted which, 
again, under suitable conditional independence conditions is 
𝑝𝑝(𝑐𝑐1|𝑡𝑡1,𝑎𝑎, 𝑖𝑖,𝑘𝑘,𝑓𝑓) 𝑝𝑝(𝑐𝑐2|𝑡𝑡1,𝑎𝑎, 𝑖𝑖,𝑘𝑘,𝑓𝑓).  

• The performance of the system given by 𝑝𝑝(𝑐𝑐|𝑓𝑓). 
The insurance product will typically have a cost which is a function of the 

security control portfolio adopted and the features of the company 𝑐𝑐𝑖𝑖 = 𝑔𝑔(𝑘𝑘, 𝑓𝑓). 
Once we have assessed all these quantities, we would need to find the portfolio 
of security controls and insurance that maximise expected utility. When 
portfolio k is implemented together with insurance i, the expected utility is  

( ) ( )( ) ( ) ( )
( )

1 2 1 1 1

2 1 1 1 2

, |    , , ,  | ,  | ,  ( | , , , , )

 ( | , , , , ) |      .
D ik i f u v c c c c p t k f p a k f p c t a i k f

p c t a i k f p c f dt da dc dc dc

ψ = …

×
∫ ∫  

We seek, then, the maximum expected utility portfolio-insurance pair under 
the relevant restrictions, that is, 

( )
, 

max , | ,
k K i I

k i fψ
∈ ∈

 

where K represents the constraints over the portfolio and I, the insurance 
catalogue. The pair (𝑘𝑘, 𝑖𝑖) could be further restricted jointly, e.g. by a common 
budget constraint or certain legal or technical requirements. In principle, all the 
above elements are standard, and may be modelled through statistical methods 
(if data are available) and/or expert judgement (Cooke and Bedford, 2001), except 
for 𝑝𝑝(𝑎𝑎|𝑘𝑘,𝑓𝑓) which entails a strategic element: it describes the probability that 
the Defender gives to receiving the attack 𝑎𝑎 from the Attacker had portfolio k  
been adopted when the features are f. 

In order to assess it, as in adversarial risk analysis (ARA), (Banks et al., 
2015), we may consider the Attacker problem reflected in Fig. 2b. Then, the 
Defender should analyse such problem. Specifically, for a given portfolio k and 
features f, assuming that the Attacker maximizes expected utility, he would 
compute for each attack a the corresponding expected utility  

( ) ( ) ( ) ( )
( ) ( ) ( )

1 1 1

2 1 1 2 1 1 2

| ,   ,  | ,  | , , , ,  

| , , , ,  | , ,       . 
A A A

A A A

a k f u a b p t k f p c t a i k f

p c t a i k f p b c c e p e dt dc dc db de

ψ = …

×
∫ ∫  

where uA and pA are, respectively, the utility function and probability distributions 
of A. He would then find the attack 𝑎𝑎∗(𝑘𝑘,𝑓𝑓) that maximises expected utility, 
through 
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( )max | ,A
a A

a k fψ
∈

 

where A is his attack set. However, the Defender will not typically know uA and 
pA. Suppose we are capable of modelling her uncertainty about them with 
random probabilities PA and a random utility function UA (Banks et al., 2015). 
Then, the optimal random attack, given the defence k and the features f, is 

( ) ( ) ( ) ( )

( ) ( ) ( )

*
1 1 1

2 1 1 2 1 1 2

, arg max   ,  | ,  | , , , ,

 | , , , ,  | , ,       .

A A Aa A

A A A

A k f U a b P t k f P c t a i k f

P c t a i k f P b c c e P e dt dc dc db de
∈

= …

×

∫ ∫  

Finally, the distribution over the attacks we were looking for satisfies 

( ) ( )( )*| , , ,p a k f P A K f a= =  

assuming that A is discrete (when referring to attack options). Such distribution 
would be typically estimated by simulation by sampling from the random 
utilities and probabilities  

( ) ( ) ( ) ( ) ( )( )1 1 1 2 2 1 2, | , , | , , , , , | , , , , , | , , ,A A A A A AF U P t k f P c t a i k f P c t a i k f P b c c e P e=  

assess the corresponding optimal attack and, finally, estimate the attack 
probabilities through the Monte Carlo frequencies. 

This model can be viewed as a template that can be extended further to 
include bigger numbers of threats, of attackers or assets; it can also contain 
additional types of costs or other system performance objectives say, referring 
to safety, reputation or legal aspects. It may be adapted to model attackers who 
do not rely on probing the defender or other interactions between the agents 
(e.g., the sequential defence-attack-defence). Finally, several utility nodes can 
be incorporated to describe the preferences and risk attitudes for multiple 
stakeholders. 

The model has been introduced to support a company in deciding the best 
security portfolio and insurance combination given certain constraints. It may 
be also used in a parametric manner to set cyber insurance prices and coverages 
as well as to segment the market, as we briefly outline. First, the insurance 
product prices were ci, and their impact was reflected in the utility function 
𝑢𝑢𝐷𝐷(𝑣𝑣(𝑐𝑐, 𝑐𝑐1, 𝑐𝑐2), 𝑐𝑐𝑖𝑖). Consequently, we could determine the optimal portfolio and 
insurance product (𝑘𝑘∗, 𝑖𝑖∗(𝑐𝑐𝑖𝑖)|𝑓𝑓) to make decisions about the optimal investment 
and insurance product, given the prices, for a company with features f. This 
would inform the pricing process: for a given profile f, we could determine the 
maximum prices that a customer would be willing to pay to acquire a certain 
insurance product. Moreover, we could define the set 𝐹𝐹(𝑖𝑖) = {𝑓𝑓: 𝑖𝑖∗ = 𝑖𝑖} which 
comprises all companies (as characterised by their features f) such that their 
optimal insurance product is i. This could constitute the basis to segment a 
cyber insurance market. 
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3. CYBER REINSURANCE 
We describe now another major problem for an insurance company referring 

to reinsurance, described in Fig. 3 through an ID. 

Figure 3 
Cybersecurity reinsurance model 

 
Source: Own elaboration. 

Suppose that an insurance company has segmented the market in several 
sectors, possibly as outlined in Section 2. To fix ideas, in the ID in Figure 3 we 
have included three segments referring to standard SMEs S1; ICT SMEs S2; and, 
finally, large enterprises SL. In standard SMEs, ICT is just a support function 
and they rarely employ dedicated staff. In ICT SMEs, this technology is critical 
and core; they typically employ dedicated staff, possibly even focusing on 
cybersecurity. Large enterprises maintain an important ICT infrastructure and 
usually have in-house ICT, security and information departments. Each of them 
would have their own specific threats, which we, respectively, summarise through 
t1, t2 and tL. Moreover, there will typically be common threats which we 
summarise through d. This allows us to induce the potential accumulation effect 
that may hold in this application area. 

The effects of these threats in the insurance claims of each segment is 
established through s1, s2 and sL. For assessing them, we would consider the size 
of each segment and aspects such as ICT systems, cybersecurity and financial 
resources, features, assets and threats at each segment, much as we did in the first 
model. Nodes s1, s2 and sL summarise all of this for each segment. 

Node 𝑠𝑠 aggregates the effects s1, s2 and sL over various segments, but are 
also compensated by the reinsurance decision 𝑟𝑟, so that 𝑠𝑠 = 𝑔𝑔(𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠𝐿𝐿, 𝑟𝑟). The 
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reinsurance decision could be restricted by, say, financial, legal or compliance 
requirements. It could actually refer to a portfolio referring to several reinsurers. 
Then, once we are capable of building 𝑝𝑝(𝑑𝑑), 𝑝𝑝(𝑡𝑡𝑖𝑖), 𝑝𝑝(𝑠𝑠𝑖𝑖|𝑡𝑡𝑖𝑖,𝑑𝑑) – with 𝑖𝑖 = 1,2, 𝐿𝐿 
- and the utility function 𝑢𝑢, for the insurance company, we would aim at 
maximising 

( )( ) ( ) ( ) ( )1 2 1 2 1 2max   , , ,   | ,      .L i i i L Lr i i
u g s s s r p d p t p s t d ds ds ds dt dt dt… ×∏ ∏∫ ∫

to find the optimal reinsurance decision of the insurance company. 
Again this model serves as a template in that it can be extended to include 

further details. The number of common and specific threats can be extended, for 
instance, to include the most common threats for each segment, information that 
could be derived, e.g., from the claims history or cybersecurity industry reports. 
Segments could be extended, too, for instance, differentiating by sector or 
country, or between medium and microbusiness (less than nine employees). 
Moreover, a dynamic model could be constructed, replicating the threats and 
effects nodes over several periods, typically years. This could be interesting as 
cyber insurance presents two very relevant dynamic aspects. First, cybersecurity 
is continuously evolving, with some types of attacks becoming more frequent or 
harmful for a number of years or some sectors suffering more attacks. Second, 
cyber insurance is an emerging market so the size of insuree segments could 
rapidly grow over time. 

4. GRANTING INSURANCE PRODUCTS 
In our third and final model, we consider a problem relevant for an insurance 

company which refers to the decision of granting or not an insurance product to 
a potential customer. We describe the problem as a BAID in Fig. 4. There are 
two agents involved: the insurance company (I, white nodes) and the customer 
(J, grey nodes). Striped nodes are shared by both agents.  

The insurance company needs to decide whether to grant or not an insurance 
product (i) to the customer which, in turn, faces threats, summarised in t. These 
threats determine the likelihoods and sizes of claims, as discussed in previous 
sections. However, the claim likelihood (c) is also affected by costumer decisions 
regarding cybersecurity compliance and care in terms of insurance liability (j). 
This involves behaviours that could reduce cybersecurity effectiveness (e.g., 
adherence to security policy, security control maintenance, misuse) or, worst case, 
committing fraud. Should a claim happen, the insurer or a supporting 
cybersecurity auditor would typically perform a forensic investigation on the 
claim, aimed at detecting fraud. The claim finally awarded to the insuree by the 
insurance company (r) would depend on the initial claim and the result of the 
detection report (rd). Both the insurance company and the insuree would aim at 
maximising their respective utilities (uI and uJ). 
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Figure 4 
Insurance granting decision 

 
Source: Own elaboration. 

This is again an ARA problem, structurally resembling that in Section 2. Then, 
the process would go through two stages: the adversarial problem first (costumer), 
and the insurance company one, second. The decision faced by the insurance 
company is a standard decision analysis problem with the extra ingredient of 
having to forecast whether the client decisions. 

To do so, we consider the customer problem; as in the Attacker problem of 
Section 2, we model his decision as uncertain and use random utilities and 
probabilities to build the customer expected utility and find his random optimal  
decision which we use to estimate the desired fraud probabilities, that would be 
estimated through Monte Carlo simulation. This, in turn, feeds the expected utility 
of the insurance company to finally decide whether to grant or not the product. 
Finally, we seek the maximum expected utility decision for the insurance 
company. 

Again, this model serves also as an extendible template. Insurer decisions 
could include alternative insurance products. Other behaviours of random nature 
(e.g., errors) or features of the customer could be added as uncertain nodes that 
precedes the claim node. Additionally, more companies could be added 
(replicating the grey and shaded nodes). The claim node could be bifurcated in 
different types of claims. Indeed, an adversarial threat could substitute or 
complement the random threat node to enable the assessment of the potential 
impact in claims of a specific cyber attack (this could be relevant during a surge 
of a type of cyber attack or during a notorious incident like WannaCry). 
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5. DISCUSSION 
Risk analysis and management frameworks used in current cybersecurity 

practice provide thorough knowledge bases for understanding cyber threats, 
security policies and technologies and the consequences over the assets that 
depend on digital infrastructures. However, these frameworks provide risk 
analysis methods that are not sufficiently formalised, neither comprehensive 
enough. Indeed, most of them suggest risk matrices as their main analytic method, 
which provide a fast but limited analysis of risks. In addition, the frameworks do 
not contemplate, for example, methodologies to analyse the adversarial aspects of 
risks or the incorporation of cyber insurance. 

We have presented three decision making models in relation with 
cybersecurity and, specially, cyber insurance. The first one refers to cybersecurity 
resource allocation. On one hand, it allows companies to decide their best security 
portfolio, including the corresponding cyber insurance contract. On the other, it 
allows a cyber insurance company to design its products. Once with them, we 
may formulate the cyber reinsurance problem, which allows a company to decide 
how to allocate its reinsurance portfolio. Finally, we have illustrated the insurance 
granting decision. 

In companion papers we shall illustrate in detail and numerically the subtleties 
of various models. There are other relevant applied economics problems in the 
field. Specially relevant is the behaviour of agents in the cybersecurity arena. The 
effective implementation and maintenance of a cybersecurity program and culture 
is key for minimising risk and, thus, the mechanisms that incentivise adherence to 
such program or the economics of its implementation are relevant aspects to be 
studied. When it comes to threat agents, the study of the strategic interaction of 
adversarial threats could be further extended, as many hackers, more profit-
oriented, face a choice problem when selecting their targets. A third interaction, 
on the protection side, is between governments establishing cybersecurity 
regulations and the organisations at risk, which could be enriched with the 
incorporation of cyber insurance companies. Other interesting interactions could 
be between threat sources (i.e., the agent that wants the attack) and threat 
perpetrators (i.e., the agent that undertakes the actual attack). Other cybersecurity 
economic problems, more present in the literature, could be the study of deep web 
markets related with cyber attacks, models for the economic impact analysis of 
cyber risks at a macroeconomic or market level or, less analysed, the 
socioeconomic conditions that incentivise becoming a hacker. 
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