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ABSTRACT

The standard approaches used in the empirical literature to test economic convergence-divergence
between countries and regions are all grounded on the Mankiw-Romer-Weil and Barro-Sala-i-Martin
contributions that led to the celebrated 3-convergence model. Such a model, however, presents strong
limitations. This paper reviews some of the approaches proposed in the literature that seek to overcome
these limitations and aim to capture the full dynamics of the economic convergence process. Four
approaches arereviewed. Thefirst isbased on the theory of space-time processes, the second isa spatial
versionsof panel datamodelling, thethird isgrounded on aspatially adjusted continuoustime specification
and the fourth on the concept of stochastic convergence asit was developed in the time seriesliterature.

Keywords: Regional convergence, Stochastic convergence, Spatial panel datamodels, Unit-roots; Systems
of differential equations. Spatial Economics.

Aproximaciones alternativas a la convergencia regional utilizando tanto in-
formacion especial y temporal

RESUMEN

Las aproximaciones estandar utilizadas en la literatura empirica para contrastar la convergencia-
divergencia econémica entre los paises y regiones estan todas relacionadas con las contribuciones de
Mankiw-Romer-Welil y Barro-Sala-i-Martin quellevan al celebrado modelo deb convergencia. Tal mode-
lo, sin embargo, presentafuerteslimitaciones.Este papel revisaa gunas de las aproximaci ones propuestas
en la literatura que buscan superar estas limitaciones y que tienen por objetivo capturar las dindmicas
completas del proceso de convergencia econdmico. Se revisan cuatro aproximaciones. La primera esta
basada en lateoriade procesos espacio-temporal es, la segundaes unaversion espacia delamodelizacion
de datos panel, la tercera se basa en una especificacion temporal continua gjustada espacialmentey la
cuartaen el concepto de convergenciaestocastica, tal y como se hadesarrollado en laliteraturade series
temporales.
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1. INTRODUCTION

The most popular approaches to study the regional convergence of per-capita
income are all stemming from the neo-classical Solow-Swan (Solow, 1956; Swan,
1956) mode of long run growth and by the framework developed from by Mankiw et
a. (1992) and Barro and Sala-i-Martin (1995). Thisframework led to the now celebrated
b-convergence approach, an empirically testable model that seeks to identify
convergence by verifying the inverse relationship between the growth in per-capita
income at a certain moment of time and the income level at the beginning of thetime
period. The B-convergence model, therefore, is not a dynamic model strictu sensu,
but a model based on the comparison between two time periods.

Thisisamajor drawback under both the theoretical and the applied point of
view. In fact an economist is usually interested in studying the full dynamics of the
convergence process, that isthe path followed by per-capitaincomesin the various
regionsin the whole period considered. Indeed very different situations may lead to
the same results in terms of the B-convergence (see Figure 1) and this equifinality
of different models may cause problemsin the phase of result interpretation and its
usein political decisions and targeting resources.

Example of convergining economies
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Figure 1: Example of the equifinality of the -convergence model. Economies A and B f3-
converge at exactly the same speed than economiesA 1 and B eveniif thetwo temporal patterns
are quite different. Indeed economies A and B converge along the whole period, whereasA1
and B divergein the first years and then rapidly converge in the very last years of the period
considered.
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This paper reviews some of the approaches proposed in the literature to overcome
this problem and to capture the full dynamics of the convergence process.

The paper is organized as follows. Section 2 contains a review of the more general
methodol ogiesrelated to the model ling of space-time data. Section 3, 4 and 5 concentrate
on some of the alternatives model sthat have been the specific concern of some of my
recent empirical studiesand are grounded respectively on the L otka-Volterracontinuous
time approach (treated in Arbiaand Paelink, 2003; 2004), on the panel datamodelling
(discussed in Arbia and Piras, 2004) and on the stochastic convergence framework
(adopted in Arbiaand Costantini, 2004). In these sections| will review the theory and
some of the empirical findings obtained and | will discuss some of the major
methodological problems. Finally Section 6 contains some concluding remarks and
directionsfor further developmentsin thefield.

2. SPACE-TIME STATISTICAL MODELS

The problem of considering simultaneously both spatial and temporal dependence
presentintheempirical observationsisagenera one, hasanold traditioninthe statistical
literature, and isby no meanstypical of regional convergence. The basisfor the space-
time modelling were set in the seventies through the seminal contributions of Pfeiffer
and Deutsch (1980) and Bennett (1979) that introduced the class of space-time
autoregressive and moving average processes (STARMA) by extending the general
framework proposed by Box and Jenkins (1970) for purely time processes (theARMA
class) in their celebrated book. These processes still represent the point of departure
of more complicated conceptualisations.

Let us assume that we observe arandom variable (i=1,.2,...,n;t=1,2, ..., T)
in, say, nregionsover T periods of time. A space-timerandomfield Yi,t,i S, t T with
Sand T appropriate space and time sets, belongs to the Space Time Autoregressive
Moving Average class (STARMA; Pfeiffer and Deutsch, 1980; Upton and Fingleton,
1985) if it satisfiesthe following stochastic differences equation:

k k
Yoy =0Y, , + IBZ wi )init—h T Wi +ﬂz wi )ii U + U

i#] i)

[1]

with a, 8,y,A parameters to be estimated, w™; e W™, w® an appropriate
connectivity matrix of spatial orderk, {u , ie S, te T} aspatial whitenoisefield (Arbia,
2005) and h and | the temporal maximum lags. The statistical properties and the
estimation and testing procedures associated with this conceptuali zation are discussed
thoroughly in Bennett (1979). Theidentification phasefollowstheline of the classical
ARMA modelling through the definition of aspace-time autocorrel ation function that
hel psinidentifying the most significant spatial and temporal lags. The model hasfound

Estudios de Economia Aplicada, 2004: 431-450 « \Vol. 22-3



434 G Arbia

found many applications, but, until recently, they were mainly concentrated in
epidemiology and diffusion processes (Cliff et a, 1975).

Equation (1) can be eadlily adapted to accommodate explicative variablesleading
to the so-called STARMAR (Space Time Autoregressive Moving Average with
additional Regression terms) class of models (Upton and Fingleton, 1985) that can be
expressed in the form;

Yo =0, + ﬂz WY g+ W+ ﬂ'z WUy + 90X+ U [2]

i#] i#]

with X a vector of independent variables. Further extensions and thorough
references may be found in Bennett (1981) and Hepple (1981).

Itisonly inthelast yearsthat an application of thisframework may befound inthe
applied economic literature. Pace et al. (1998) analysed the real estate market
concentrating, in particular on pricing. They noticed that an optimal way of incorporating
both spatial and temporal dependenciesinto empirically feasible pricing models does
not seem quite obvious. To better capture the effect of both spatial and temporal
information on real estate prices, overcoming the problems associated with indicator
variable models, they introduce amodel of the STARMA classwhich usesinformation
from nearby, recently sold, properties in predicting the value of a given property. In
other words, instead of assuming that each region has its own effect modelled by a
separate parameter, the STAR formulation assumes that nearby properties have the
same rel ationshi psto the observati ons across the entire sample. Using dataon housing
pricesthey show the substantial benefits obtained by modelling the spatial aswell as
the temporal dependence of thedata. In particular, the spatio-temporal autoregression
reduced significatively the median absolute error with reference to an indicator-based
model. Theimproved performances of their specificationisconfirmed by theanalysis
of one step-ahead forecast.

A recent contribution to spatio-temporal modelling within the applied econometric
literature has been made by the nobel prize Clive Granger together with Giacomini
(Giacomini and Granger, 2003) who compared the relative efficiency of different
methods of forecasting aggregate space- time economic series obeying to the STARMA
family.

Within the context of regional convergence there are no examples so far. The
naive application of this class of modelswould imply the use of Equation (2) (of which
the statistical properties are known) by setting the annual level of per-capitaincome
as the explicative variable X and the one-year growth as the dependent variable Y.
However the full economic-theoretic implications of thisformalization till need to be
clarified.
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Under the methodol ogical point of view it should be noted that for yearsthe spatio-
temporal modelling has not moved substantially from the STARMA paradigm set out
in the eighties. Recently, however, someimportant extensions were introduced in the
literature especialy to deal with non-stationarity (acommon feature of spatio-tempora
data). Under thisrespect, an important alternative recently suggested in the literature
to models (1) and (2) is based on the idea of non-separable covariance structure
(Cressie and Huang, 1999; Gneiting, 2002). A separable covariance structure is a
covariance in which the temporal and the spatial component can be separated and,
hence, more easily modelled. Conversely non-separable covariances are more complex
to treat. The most popular approaches are obtained by imposing atemporally varying
structure, or applying the Fourier approach or, finally, using completely monotonic
functions (see Bruno et. al, 2003. For different alternatives see Zhang et. al, 2002).
Non-parametric and Bayesian approaches were al so exploited by Sampson and Guttorp
(1992) and Damian et a. (2001).

3. A SPATIAL PANEL DATA CONCEPTUALISATION

An aternative way of modelling the spatio-temporal variations of great interestin
regional convergence analysis is the one grounded on panel data literature. Asit is
well known panel data alow the contemporaneous study of the dynamic and the
individual variation of economic phenomena. Baltagi (2001) lists some of the benefits
and of the limitations of using such data (see also Hsiao, 1986; Klevmarken, 1989;
Solon, 1989). First of al they allow controlling for individualsheterogeneity. Furthermore,
they are more informative than pure time series or purely cross-sectional data, they
present more variability, less collinearity among the variables and more degrees of
freedom. On the other side of the coin design and data collection problems are more
complicated then in the case of puretime seriesor cross-sectional data. M easurement
errorsmay also arise and may produce distortionsin inference. In many instancesthe
timedimensionistoo short to allow aproper dynamic modelling dueto the heavy costs
associated with data collection. Finally there are major problems associated with
selectivity of the samplearising in the various forms of self-selectivity, non-response,
attrition or new entry.

Notwithstanding these problemsthe diffusion of panel data has been supported by
the increasing data availability. Up to only few years ago, the diffusion of panel data
sets was restricted to the case of United States, the only country in which panel data
were collected on aregular basis. Nowadays, many of the European countries have
their own longitudinal surveys (e. g. the Italian Survey on Households Income and
Wealth run by the Bank of Italy), and the European Community Household Panel
(ECHP) isaprecious source of information in empirical economic studies. Spatially
referenced panel data are also increasingly popular in economics.
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In recent time there has been a wide diffusion of contributions in the statistical
methods designed to analyse panel data. However, only afew numbers of papers may
befound intheliterature dealing with spatial panel data (remarkabl e exceptionsbeing,
e. g.,Anselin, 1988, 2001; Kapoor et a, 2003; Anselin et al ., 2004).

Some advances have been madein considering prediction in panel dataregression
models by accounting for spatial autocorrelation among states and regions. Baltagi
and Li (1999) derivethe best linear unbiased predictor for the random error component
model with spatial correlation and compare the performances of several predictors of
asimple demand equation for cigarettes based on a panel of 46 states over the period
1963-1992. The estimators they compare in the forecasting exercise are the OLS
with fixed effect (both accounting for and disregarding spatial correlation effects) and
the GL S estimator for random effect (again both in the case weignore or we consider
spatial correlation effects). The main result obtained isthat it isimportant to take into
account spatial correlation and heterogeneity across states becausetheir consideration
improve sensibly the performancesin terms of RM SE of the forecasts. Baltagi et al.
(2003) provide further results and an extension of the previousfindings.

Of particular relevance in this respect are the contribution made by Paul Elhorst
(2001, 2003). In hisworksthe author offers an exhaustive treatment of the specification
of aseriesof models, elaborated starting from the classical framework of thetraditional
panel data specification conjugated with the typical forms of modelling spatial
dependence. In particular Elhorst el aborates the specification and estimation strategies
for spatial panel data models that include spatial error autocorrelation and spatially
lagged dependent variable. The author starts from the classical literature on panel
data, and adapt what can belearned from the spatial econometric literature by discussing
four models: the spatial fixed effect model, the spatial random effect model, and the
fixed and random coefficient spatial error models. Healso derivesthere ativelikelihood
for each model and discussesthe asymptotic properties and the estimation procedures.
The problems that may arise from the spatial version of these four models are aso
discussed into detail. Another interesting aspect is the derivation of the likelihood
function of afixed effect dynamic panel datamodel extended to include spatial error
autocorrelation or spatially lagged dependent variables.

In aseries of very recent papers (Arbiaand Piras, 2004; ArbiaBasile Piras, 2004;
Arbia Elhorst Piras, 2005, Arbia Basile Piras, 2005) we criticized the use of cross-
section and panel data within the context of regional economic convergence and we
proposed the use of the framework elaborated by Elhorst (2001, 2003). We aso
produced thefirst empirical application of spatial panel data models to European re-
giona convergence.

The basis our criticism is that both cross-sectional regression and fixed effects
panel data estimates are characterized by theimposition of strong a-priori restrictions
on the parameters that do not fit well when attacking the problems connected with
regional economic convergence.
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In particular, the main drawbacks of cross-sectional studies concern the complete
homaogeneity in the parameters describing the growth process. Thisisavery restrictive
hypothesisdueto the large technological and institutional gaps between countriesthat
make it more reasonabl e to assume the existence of significant differencesbothinthe
initial conditionsand in therate of convergence. Another important drawback of cross-
sectional studieswhen focusing on regional convergence hasto do with the presence
of omitted regional-specific, time-invariant variabl es: the effects connected with these
variablesthat are not explicitly considered in the model are captured by the presence
of the fixed-effect in the panel specification.

Ontheother hand evenif itistruethat panel dataallow for regional heterogeneity,
differences across regions are only limited to differences in the intercept term of the
model. Thusdl regions present acommon growth rate (incorporatedinthe coefficient),
but their own starting point may bevery different. Differencesin starting pointsconcern
not only disparitiesintheinitial level of the per-capitaincome, but also differencesin
the structural characteristics of the economies, and differencesin theinitial endowments
of factorsinfluencing the growth process. A further problem when using panel datais
that the annual growth rate of the per-capita GDP is used as a dependent variable in
theempirical analysis. However, asit isremarked in Barro and Sala-i-Martin (1995),
regional growth isalong run dynamic phenomenon, and the annual growth rate des-
cribesmoreaparticular movement towardsatrend rather than atrue growth dynamicst.

For the above reasons pandl data estimates are often considered more reliable
than those based on purely cross-sections. However it should not be neglected the
fact that, specifically with spatial panel, the standard estimation procedures can be
invalid due to the presence of spatial dependence and spatial heterogeneity that may
lead to serious biases and inefficiencies in the estimates of the convergence rate.

In Arbia and Piras (2004) we make use of data on per-capitaincome drawn from
the Cambridge Econometrics European Regional database?. Observed in 125 NUTS2
European regions belonging to 10 European Countries® observed in atime period that

1 A naive way to solve this problem is to make use of a modified variable like, e. g. a moving
average (of five or more years) of the growth rate.

2 Many empirical works in the convergence literature make use of the REGIO database (like, e.
g. Quah, 1996; Baumont, Ertur and LeGallo, 2002; Arbia and Paelink, 2004, amongst the
others). However, REGIO presents some critical points. First of all, the data quality is very
variable across countries and across time, and, furthermore, the time series presents many
missing observations at the NUTS2 level. Moreover, data are expressed in current prices, and
there is a considerable delay in the release of new regional data by the National Statistical
Institutes of the various countries. For these reasons the authors made the choice of using the
Cambridge Econometrics dataset which is an elaboration of the REGIO database (for great
detail see European Regional Prospect, 2003).

3 Belgium, Denmark, France, Germany, Luxembourg, Italy, Netherlands, Portugal, and Spain.
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spans from 1977 to 2002. In the paper we start by estimating the classical B-
convergence model. The estimated coefficient, significantly negative, shows the
presence of absolute 8-convergence among the 125 European Region. This result is
then compared with a model that includes a spatial effect in the form of a spatial error
and a spatial lag specification. In both specifications this addition provides a lower
convergence rate, a results that is in line with the main literature (Arbia, Basile and
Salvatore, 2003). Finally we estimate the rate of convergence using panel data. In
particular we considered the following three specifications:

(i) the fixed effect model, expressed in the following form:

AY,=a+BY,,+ 5 Bl

it-1 it

with AY,, the yearly growth rate of per -capita GDP for region i,

i"n-l

the long of
per-capita GDP in region i at time t-1, @; a vector of random "country specific”

effects assume to be independent and £;, a spatial white noise.

(ii) the fixed effect spatial error model expressed in the following form:

AY,=a+pY, +¢, 4]

i1

with the error component being distributed according to the Simultaneous
Autoregressive (SAR) spatial field (Arbia, 2005), that is

&, = 5W8i,t +@,, [S]

where, in addition to the previous notation, W is a spatial weight matrix and § .the

error component spatial autocorrelation coefficient and @;, a spatial white noise field.

(iii) the fixed effect spatial Lag Model expressed formally as:

n
AY,=a+ 12y WAY Y, b5, t6]
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where, in addition to the previous notation, A is the spatial correlation coefficient for

n

the variable Z w,AY, .

=

In the empirical analysis contained in the paper the presence of convergence is
confirmed in all the specification considered, and, again, the convergence rate is lower
when considering the effect of spatial dependence. Thus considering spatial dependence
is important in evaluating the convergence process among European regions. Moreover,
the spatial lag specification appears to be more reliable and seems to fit better the
data.

In the paper we also proposed a further improvement in terms of the model by
considering the following specification

A):,r=ﬁi }Zl+ﬁi’w}€l+ﬁ3}:,1—l+ ¢/Yr'.:+ #i+ ”1+€r.: [7]

which incorporates a time fixed effect, a spatial fixed effect a time lag, a spatial lag
and a space-time lagged effect on the dependent variable.

Another point raised in Arbia and Piras (2004) concerns the testing of the hypothesis
of independence among residuals in a spatial panel data model. There are two obvious
(although partial) approaches that can be followed. The first concerns the test of
spatial autocorrelation in the T different moments of time using the classical Moran’]
or LM tests (Anselin, 1988). The second refers to the test of temporal autocorrelation
in the n locations considered and thus involves the computation of n distinct Durbin-
Watson tests (Davidson and MacKinnon, 1993).

A possible way of building a general procedure to test simultaneously the two
features could be obtained in the following way. Let us start from the familiar Moran’s
I expression that (as it is known) is more general and admits the Durbin-Watson
procedure as a particular case (see e. g. Arbia, 2005). The general expression is:

I= h(e'e)™ (&' We) 8]

where € are the regression residuals, and # a normalizing factor such that

h= ~—n—]:-—— ,with  w; € W . In the case of a cross-section regressions, the
Z Z Wy
i=1 j=1
dimension of the matrix W is n-by-n, where n corresponds to the number of the spatial
units considered. Conversely in the case of a panel regression the vector of residuals
has a different dimension with respect to the spatial weight matrix. In this respect it
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is sufficient to build the weight matrix in a block diagonal form with the traditional
spatial weight matrix repeated T times on the main diagonal . Formally the new space-
time connectivity matrix Q can be expressed as

W o0 .. .0
0w

Q=| .. w [l
0 w

where W are n-by-n connectivity matrices. The dimension of the € matrix isnow nT-
by-nT, as each block has dimension n-by-n, and the number of blocks correspondsto
the number of time periods. The computation of the Moran’s| follows straightforwardly
by replacing the W matrix in Equation (8) with the  matrix of Equation (9) and
stacking the n-by-T matrix of space-time residuals in one single NT-by-1 column
vector.

Theasymptotic distribution for the Moran statistics, derived under the null hypothesis
of no spatial dependence, isstill normal asintheclassical (purely spatial) formulation.
However the expected value and the variance need to be derived explicitly in this
stuation.

The previous expression accounts for spatial correlation in each time period. In
those cases where the model considers both spatial and serial autocorrelation, the
structure of the spatial weights matrix is different. In particul ar, the blocks above and
bel ow the main diagonal are also non-zero and the number of diagonalsthat are different
from zero depends on the time periods considered in the serial autocorrelation term.
For instance by limiting ourselvesto lagl temporal dependence we have:

w w .. 0
W w w 0 ..
Q= w w w .. [10]
.. 0
0 0O W W
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that allows for simultaneous spatial and temporal (lagl) correlation amongst residuals
to be detected. Alternative approaches have been proposed by Anselin et al. (2004)
for the LM test in spatial lag and spatial error panel data models and by Pesaran
(2004b) for a diagnostic test for unspecified spatial dependence in panels.

4. THE LOTKA-VOLTERRA CONTINUOUS TIME FRAMEWORK

Traditional convergence analysis provides indications on the convergence of regions
towards common steady-states, but not on the time path they followed to reach such
steady-state. Starting from this consideration in Arbia and Paelinck (2003; 2004) we
analysed the problem using a continuous-time framework (Bergstrom, 1 990; Gandolfo,
1990) based on the Lotka- Volterra predator-prey system of non-linear equations (Lotka,
1956 and Volterra reprinted in Chapman, 1931), a model firstly proposed by Samuelson
(1971) in an economic context.

In particular Arbia and Paelinck (2003) we considered the case of a panel of, say,
n regions observed over T periods of time for which the regional per-capita incomes
(i=1,2,..mt=12, .., T)areobserved. For each region  at time ¢ the growth rate,
¥, » can be expressed as a function of the level of per-capita income Yaat time ¢ (as
suggested by the classical g-convergence literature), but is also affected by the
average level of per-capita incomes in the first order contiguous regions (say ¥,
and, possibly, in regions non-contiguous to the first order (say ¥ )

Considering all the R regions simultaneously leads to the following system of
differential equations:

%lny, =dy, +by, +& +h [11]

n n
. . . "o = . . . . !
with ¥, = ZW.-J-J’.-: s Ve T ZW:; Yu , wy; €W is the generic element of a
i=1 s=1

(possibly row standardized) first order contiguity matrix and w,.'; eW™ the generic

element of the complementary (also possibly row standardized) matrix of all higher
contignity orders. The logic on which such a model is grounded is that in practical
circumstances spatially specific economic conditions can be important as contextual
factors in the explanation of the growth process. For instance, the fact of being
surrounded by rich regions can determine a faster growth rate or maybe a slower one
(in this latter case the richer region "preys on" the less developed one). The introduction
of surrounding growth rates could also be considered.
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The terms b_and ¢, in Equation (11) thus represent the spatial interaction terms
and can be positive or negative, thus describing various combinations of spatial
interaction. Quite obviously, if b, = ¢ = 0, model (11) represents away to estimating
the classical 3-convergence model in continuoustime asit was originally formul ated
by Barro and Saa-i-Martin (1995) starting from Ramsey (1928) model, and thuswithout
incurring inthe problems connected with itsdiscretization commonly used in the applied
literature to apply the standard estimation methods.

In Equation (11) various combinations of the parameters may produce a
convergence (in a mathematical sense) to a stable singular point, whereas other
combinations may push the system to diverge. The conditions for convergence to a
stable point are derived from the non-positiveness of thetime-derivative of the associated
Liapunov function, the negativeness of the real part of the eigenvalues of matrix A
implying asymptotic stability (see Braun, 1975; Peschel and Mende, 1986; Gandolfo,
1996, Hahn, 1963).

The concept of economic regional convergenceimplied by the previous Equation
(12) obviously does not coincide with the one usually consideredin theliterature. The
mere fact that the n regions satisfy the (mathematical) convergence requirements
doesnot necessarily imply long run equality of per-capitaincome, because each region
isfreeto follow its own trajectory, possibly leading to n distinct convergence paths.
Indeed the classical 3-convergence models (and their spatial-conditional versions)
arefinitedifference models explaining the net variation of the (log) per-capitaincome
observed in a certain time period and producing summary parameters for the area as
awhole, whereas the L otka-Volterramodelling framework is a system of differential
equations describing, for each region, a different convergence path and a different
steady-statelevel. Theimportant feature of this second approach isthat it also provides,
asasummary, the conditions under which the long-term equilibrium may occur inthe
entire area.

The advantages of this approach are evident. Rather then averaging in one single
parameter (or more if we use one of the spatial-conditional versions) situations that
may be very different from one region to the other, it allows a separate modelling for
eachregion. Itispossibleindeed that, whilelocal (intermsof atime period) observations
show a trend towards absolute convergence, an interregional spatial model would
embed long term divergent forces, specific to long-term histories of rise and decay of
individual regions. Thisdescribesaparticular interpretation of the spatially conditional
convergence.

An application of the extension of this model was presented in Arbia e Paelinck
(2004). In this second paper we considered the dynamics of per-capitaincomein 119
NUTS2 European Regions in the years 1985-1999 estimating Equation (11) using
Simultaneous Dynamic Least Squares (Paglinck, 1996). We obtained empirical evidence
that European regions do not converge to acommon value of their per-capitaincome
even if the mathematical system of egquation does (mathematically) convergenceto a
stable point. Moreover, the remarkable result of the conditional convergence for all
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119 regionsis observed. In other word all regionsfollow their own growth paths and
converge to their own steady-states.

To interpret the empirical results obtained, we contrasted the outcomes of our
model with those of a classical Barro and Sala-i-Martin model and with its spatially
corrected counter-part. The three models were estimated with reference to the same
dataset referring to the 119 European NUTS2 regions in the period 1980-1994. The
three models provided consistent results in that the estimates of the fundamental
convergence parameter are always negative in the classical model and in its spatial
version and are also so in all regions when using the L otka-Volterra specification. A
problem, however, that was not treated in the paper isthat the spatial correlation and
heteroskedasticity intheresiduals could not betested in the absence of an appropriate
sampling theory. This problem is still open and remains an area of future research.

6. STOCHASTIC CONVERGENCE AND OTHER TIME SERIES
APPROACHES

As aready pointed out, most of the empirical analysis uses traditionally cross-
sectional econometric techniquesin testing convergence hypotheses. However, recently
in the applied (not necessarily spatial) econometric literature on growth and
convergence some alternatives were proposed that, departing substantially from the
simple B-convergence approach, introducein oneway or the other thetime dimension
explicitly into discussion. Evenif thesemodelsso far did not takeinto account explicitly
any spatial effect amongst regions, it isinteresting to review some of them here because
their framework can be easily adapted in the future to include the spatial dimension.

One of these approaches, that can be considered an important step forward with
the respect to the neoclassical growth convergence modelling, isthe one based on the
concept of stochastic convergence introduced by Bernard and Durlauf (1995, 1996).
These authors proposed anew definition of convergence based on the unit-root concept
developed in the context of time series analysis (Davidson and MacKinnon, 1993). If
technological progress, which drivesthelong-run economic growth, containsastochastic
trend, then the convergence impliesthat permanent componentsin GDP are the same
across regions. In this context convergence is presented as a “catching up over a
certain time period”.

According to Bernard and Durlauf definition countriesi and j thus convergence if
the long-term forecast of output for both countries are equal at afixed timet:

limE(y,, -y J1,)=0 122
where | represent the information set at time O.
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Stochastic convergence thus occurs if the difference between benchmark real GDP per
capita and group country real per capitafollows a stationary process.

The well-known univariate augmented Dickey-Fuller (ADF) (see e.g. Davidson and
MacKinnon, 1993) given by thefoll owing eguation:

K
Ay, =, +10iyi,t—l+]/it+zé‘ijAyi,t—j + & [13]
=1

(withi=1,........ ,nt=1...Tandj=1,....... , K ADF lags) can then be used to test
the hypothesis of regional convergence. Notice the two different meanings assigned
to the term convergence in this context. Notice a so that they are both different from
the term as it is used in the preceding section when dealing with mathematical
convergence. Thus in this paper we reach the third different meaning for the same
word "convergence". To the standard concept of "regional convergence” we added a
concept of "mathematical convergence" in the sense explained in Section 5 and now
theideaof "stochastic convergence'. Thereare, obvioudly, rel ationships between these
three concepts. However they are not straightforward and they are not analysed any
further in the present context.

In the ADF test the null hypothesis is that the pair-wise differences between a
region chosen as the benchmark and all other regions follow a unit-root process and
therefore the regions do not converge stochastically. Evidences from univariate unit-
root test often show that OECD and European GDP differential spersist and economies
tend to diverge (see e.g. Flessig and Strauss, 2001). These results, however, were
attributed to the low power of univariate unit-root tests and to remove this problem
aternative panel unit-root tests were suggested. Amongst these Levin and Lin (1992)
formulated a panel unit root test procedure that allows the residual variance and the
pattern of higher-order serial correlation to vary freely acrossindividuals. Similarly
Im, Pesaran, and Shin (seeIm et al., 1997) developed a panel unit root test that allow
for heterogeneity in the value of p, under the aternative hypothesis. Using this
formulation theterm o, in Equation (13) may differ across groups and may display a
geographical pattern. In other words, the Im-Pesaran-Shin test evaluates the null
hypothesis that all of the series contain unit-roots against the alternative hypothesis
that some series are stationary.

Taylor and Sarno (1998) proposed amultivariate ADF test for unit rootsthat allows
for different values of o, . Thisapproach consistsin testing the null hypothesis that
each serieshasaunit root (0, =0 for all i) against the alternative that at least one
seriesisstationary (0, <0 for somel) The use of aWald test statistics was proposed,
that follows y 2-sgquare distribution with n degrees of freedom under the null hypothesis.
However Taylor and Sarno (1998) cal culated its finite-sample empirical distribution
obtained viaMonte Carlo simulation.
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In Arbia and Costantini (2004) we adopted a panel unit-root procedures to test
stochastic convergence of Italian regions over the period 1951-2002 and we applied
the Levin-Lin and Im-Pesaran-Shin testing procedures. We considered the full panel
of the 20 Italian regions and two sub-samples refereed to only the Northern regions
and, respectively, the Centre-Southern regions. Starting from the agreed fact that
convergence has occurred in thislong period (see e.g. Paci and Pigliaru, 1997; and
Arbia, Basilee Salvatore, 2003), we split the whole period into two sub-periods (1971-
1976, 1977-2002) in order to take into account the effects of thefirst il crisisoccurred
inthe 1973-1974. Wethen eval uated the stochastic convergence among I talian “ macro-
regions’ and we analysed the robustness of stochastic convergence hypothesis over
the time period considered. The null hypothesis was that regional economies did not
converge stochastically or, in other words, that the residualsin Equation (13) contain a
unit root. The benchmark region chosen was Lombardia. For all regional economies,
univariate ADF test failed to reject the null hypothesis of no stochastic convergence at
5 % significant level with one, two and three lag difference terms. Considering the
two sub-periods and the two groups of regions, our findings show aweak evidence of
stochastic convergence for the Northern and Centre-Southern and a stronger one in
the second sub-period (1976-2002) for all regions. Theseresultshighlight theimportance
of analysing stochastic convergence allowing the geographical dimension to enter the
discussion and hencethe need for explicit spatial econometric modelling. Itisnoticeable,
however, that some of the concepts in time series analysis pertaining unit roots and
cointegration have already been investigated in the context of spatial econometrics
(Fingleton, 1999; Mur and Trivez, 2003). Getis and Griffith (2002), notice that this
important topic is still absent in the treatment of other spatial problems with the only
noticeable exception of the work by Griffith and Tiefelsdford (2002).

Harvey and Carvalho (2002) are also interested in the dynamics of convergence
rather than its occurrence within a certain time period and propose a second-order
error correction mechanism embedded within a stochastic convergence framework
that provides an informative decomposition into trend, cycle and convergence
components. They also show that time series test of whether economies converge
can beformulated within thisframework, but again do not provideany explicit trestment
to treat spatial effects.

Finally within the context of stochastic convergenceit isinteresting to consider the
approach proposed recently by Pesaran (2004a) based on the computation of
convergence measuresderived considering all possible pairsof (1og) per-capitaoutput
gaps across n economies no matter what their position isin space.
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7. SUMMARY AND CONCLUSIONS

This is a review paper that discusses some of the aternatives proposed in the
recent econometric literature to the standard regional convergence modelling strategies.
The common feature of the models considered hereisthe criticism towards the use of
purely cross-sectiona datawith therelated neglecting of thetime dimension. Conversely
an explicit consideration of the full dynamic of the regional economies seems to be
crucia when analysing the pattern of convergence. Four main approachesarereviewed
here. The more general methodology that has not produced so far any application to
the specific case of regional convergence is that of the space-time series analysis.
This approach is considered in Section 2 of the paper. A second approach that has
indeed already produced some remarkable results in the analysis of per-capita GDP
convergence is linked to the developments recorded recently by the panel data
econometrics that consider explicitly the spatial dimension. This second approach
together with and some empirical results are reviewed in Section 3. A third approach
is the one based on space-time modelling, but developed with a continuous time
framework. This is developed in Section 4 in a general way that can encompass
various spatial effects. Some of these have been already developed in the literature
andtheempirical resultswerereviewed inthissection. Findly in Section 5 wediscussed
the possibility of using the idea of stochastic convergence within the context of a
spatial econometric approach. Here the methodol ogies seem to be at an early stage of
developments and the empirical analysis so far have been confined to only the time
dimension. However the approach seems to be promising of bearing fruits in the
future.
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